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Goal. Enhance machine learning pipelines on normalized data in distributed settings.

Problem. The naïve approach materializes the join result row-wise, even though the final matrix is represented in a block-wise partitioning.

Solution. Logically fused operator pipeline that avoids materialization of the join result while creating the matrix-index and choses the best suited matrix-block materialization strategy based on a cost model.
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Evaluation

The cost model validates the observations from the evaluation: More columns in the PK table favors late materialization and vise versa.